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1)

Tradeoff with 

the quality of 

the individual 

generated 

images and 

with the 

distribution 

as whole 

2)
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Differ vastly in Practical 

design choices like at what 

rate do you reduce the noise 

level at different stages of 

the generation

Deterministically or stastically

How do you deal with the vastly 

different signal magnitudes at 

different stages of this process 

and how do you predict the 

signal or the noise 
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VP (Variance Preserving)

VE (Variance Exploding)
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Milliondimensional data space

Data distribution from Dataset

Learn to produce novel samples 

from this distribution
Increasing time which is an essential 

increasing noise level
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• The density of the data on the left edge becomes diffused 

over time until it's completely normally distributed at the end.

• We can sample from this normal distribution at the right edge 

we just call random in pytorch.
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We can reverse the 

trajectory by gradual 

denoising

• They'll give us a sample from 

that edge.

• There exist to sort of reverse 

this path so go backward in 

time.

• Land us on the left edge that 

have the density of the actual 

data - Generate an image 
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score function

• This forward equation corresponds a backward version that has this same 

stochastic component random walk component.

• Score function: Term that kind of attract the samples towards the data 

density you see some kind of a gradient of log of the data density. p is 

unknown 

• The change in image dx, equals dw which is a 

white noise so that's just the mathematical 

expression of doing cumulative sum of 

random noise.

p : Unknown
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• You do not need to know the P if you have 

an optimal Denoiser for this data set so you 

can directly evaluate that formula 

• This is an opportunity we train a neural network to be 

such a denoiser. This means that we can run this kind of 

backboard equation Evolution using that learn D.

p : Unknown
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Don't have the 

stochastic term.

Have the core 

term scaled in a 

way. 
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Time 축스케일 확대

• For any change in time I want to jump, the ODE formula tells me 

how much the image changes and again the ODE formula is 

evaluated this neural network, so the Network tells us where to 

go on the next step that's the general idea.

Try to somehow 

follow flow lines 

to do the 

generation and in 

the way that 

happens is by 

discretization.
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• When I do this sampling chain, the obvious one is that if the network 

gives me an incorrect direction and I end up moving in the incorrect 

direction and in the end I end up somewhat in the wrong place.
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• Try to approximate this continuous trajectory in green here using these linear segments.

• If try to jump too far at once, the curve will kind of move away from our feet. 
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• Brutal solution is to take more steps but more compute to generate an image.
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• You don't have to sample in a certain way just because you train your neural network in a 

certain way and so on you can decouple this.

 We'll be looking at sampling first and then coming back to the training later.



28

• Noise schedule where the noise level 

increase as a square root of time because 

that's how the variance grows linearly, so the 

standard deviation grows square root.
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• Generalize ODE

• We can parameterize the noise level we want to have 

reached by explicitly by this Sigma function. 
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• Almost nothing happens until at almost zero 

time, noise level suddenly curves rapidly to one 

of these two basins and there's high curvature.

• Careful in sampling that region and less careful 

here in the bulk

• There's two ideas of how you might do that.



32

These two approaches are not equivalent.

• Take shorter steps at the more 

difficult parts usually it's the 

low noise levels 

The error characteristics can be vastly different between these choices like 

the eror that comes from tracking this continuous curve. 
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Noise schedule

Sampling time
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• Zoom out a little because in reality we add a ton of noise, 

the noise level is very large at the other extreme.
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• If don't do anything, the signal magnitude grows as the noise level grows -

Keep piling noise

• The signal is quite simply bigger numerically

Low scale signal



36

High scale signal

Signals are much larger at the high noise levels than in 

the low noise levels. 

→ To be really bad for neural network training dynamics.

→ Actually critical to deal with to get good performance.
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 Scale schedule : Squeeze the signal magnitude into the constant variance 

tube so that makes the network happy

Variance Preserving (VP) Scale Schedule
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• Formulating an ODE that allows you to directly specify any 

arbitrary scale schedule.

• The only thing that the scale schedule does is distort these 

flow lines in some way.

Scaled ODE
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Scaled ODE
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Quite simple Instead of changing ODE

Initial scaling layer tha uses the known 

signal scale

Alternatively : Initial Scaling layer
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Scaled ODE and network input scaling are not equivalent

Because the error characteristics are vastly different between 

these two cases.
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Identified the design choices the scaling & schedule and 

the scaling that happens inside the neural network itself

that we count as a so-called preconditioning of the 

neural network.

Noise 

schedule

Scaling 

schedule
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We'll just try to improve the sampling; 

Deterministic & Stochastic sampling.

Noise 

schedule

Scaling 

schedule
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Noise Schedule ����
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Noise Schedule ����
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More successful when the tangents 

happen to coincide with this curve 

trajectory and so the trajectory is as 

straight as possible

Bad schedule : a visible gap between the 

tangent and the curve

Easily fall off if you try to step too much.

Noise Schedule ����
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Random family of different schedules

Noise Schedule ����
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We'll be leaving the scaling for Neural Network parameterization. 

The reason for that is that the scaling also introduces unwanted 

curvature into these lines.

As a further with this the ODE becomes very simple

Noise Schedule ����

Note: We'll normalize 

signals by 

preconditioning rather 

than scaling the ODE. 

But more on that later.

Scling Schedule ����
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This schedule allows us to take long 

steps

If I take a step directly to time zero, then with 

only these schedules, the tangent is pointing 

directly to the denoise output.

Noise Schedule ���� Scaling Schedule ����
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The denoise output changes only very slowly 

during the sampling process.
Mean that the direction you are going to doesn't change almost at all 

So it means you can take long bold steps and you can consequently 

only take a few steps or many fewer steps than with the alternatives.
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Varying step length Take different length steps at different stages 

of the generation
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Varying step length
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Higher-order solvers

ODE framework allows you to do which the Markov chain 

formulas uses the higher-order solvers, so there is going to be 

curvature.
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It can be rapid at places, so you can fall of the 

track if you just follow the tangent by using the 

Euler step
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Heun's method : 1) Take the second tentative 

step and move it back to where you started 

from, 2) Take average of that and the initial one

2nd order Heun step

Strike the best balance between these higher-

order methods
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Need to take something 

like a hundreds or even 

thousands of steps to get 

kind of saturated quality 

and to get the best quality 

that model gives you

NFE (the number of 

neural function 

evaluations) : Forward 

pass 중에전체모델파라
미터가몇번이나계산되었
는가를의미하는지표
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Heun & Our discretization schedule : Go to from 

hundreds to dozens of evaluations
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Further improves the results by a large 

amount except in the DDIM which was 

already using those schedules

Noise schedule and Scaling schedule
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Instead of following these nice smooth flow trajectories, the SDE is sort as some kind of exploration 

around that baseline so it can be interpreted as replacing the noise and reducing it.

In practice you tend to get better results when you use the SDE instead of the ODE at least in 

previous works
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���� � �

Generalized SDE allows you to specify the strength of this exploration by this 

noise replacement schedule ����



66

���� ↑ : Boosting → More exploration
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Driving towards the distribution and 

making it follow the flow lines

It makes the samples explore the distribution.

If the samples are not distributed correctly, it will 

reduce that error. Healing property

→ Because we do make errors during the 

sampling, it can actively corrects for them 
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Samples blue dots 

in Bad case (not 

follow the 

underlying 

distribution at all)

 Why the stochastic is helpful?
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Skewed to one side

If keep following ODE, do nothing to correct that skew and completely miss 

the other base data

 Why the stochastic is helpful?
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Stohasticity → random exploration Cover both modes

 Why the stochastic is helpful?

So these samples do this kind of random exploration and gradually forget where they 

came from and forget the error and initial position. 

And now we've covered both modes for example in the generated images on left edge.
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Answer
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Noise level �
 → Act completely equivalent with the time

�


Two substeps 1)

Stochastic Sampler
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Two substeps2) 1)

Stochastic Sampler

ODE Solver

1)

2)
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Alternating between the noise addition 

and the Heun step as closer to time zero.

ODE guide these lines. 

We now have the juttering which corrects errors.

Stochastic Sampler
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Get these errors correct reaction but it's 

not actually free because the Langevin 

diffusion is also an approximation of 

some continuous thing. 

Quite delicate balance how much make error

Need to tune the amount of stochasticity on a data set 

per architectural basis
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(SDE)

(ODE)SDE solvers are better but very slow
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Optimal seetings of SDE solvers : Both 

much better quality and much faster
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Summary (정리)
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ODE Role Give us the step direction by 

the score function, evaluated using a 

Denoiser which can be approximated 

using neural network

The role of neural networks tells where to 

go in a single step or what direction you 

need to go to
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Denoiser do someting that minimizes the L2 

denoising loss

You can do this separately at every noise level, 

so can weight this loss according to the noise 

level

Actually a bad idea to directly connect 

the noisy image to the input of the 

network or to read the denoised image 

from its output layer.

Bad idea

Let's look at Denoiser itself 

before we go to the loss weight
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• Want to wrap it between some kind of a signal management 

layers to manage those signal scales of both the input and the 

output to standardize them.

• Often recycle from the input because if the input image is 

almost noise free, then we don't really need to denoise much.

• Should copy just what we know and only fix the remainder 

we're going to come to that soon.
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• VE method implement the denoiser

• Learning to predict the noise instead of the signal using CNN layers

Noise prediction
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Implicitly CNN task is to predict the negative of the noise component in 

the noise image if the noisy input goes through.

They have explicit layers that scales the noise to the known noise level
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CNN itself is concerned with 

the noise instead of the signal

Get an 

estimate the 

clean image



(1)

(2)(3)

(1)

(2)

(3)

There's huge variations in the numerical magnitude of these input signals.

This architecture fails to account for that which is problematic

90

Huge variation in noises 

→ Problem in CNN
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Not like a batch normalization or something, 

we know what the noise level is and what the signal magnitude 

should be, so we divide by an appropriate formula

Explicit scaling to 

the noise level
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Now the network only needs to produce a unit standard deviation output.

This explicit scaling to the noise level make much easier for the network 

it can always work with these unit standard signals
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Low noise level → The noised input image 

that goes through the skip connection is 

almost noise free already

This is actually a good idea at a small noise levels but a 

bad idea at high noise levels
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CNN predicts this negative noise component 

and it's scaled down by this very low noise 

level.
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The network is actually the only source error in this process.

If the network made errors, we've down scaled them.

Recycling what we already knew instead of trying to learn the identity function with the network
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As it's a huge noise with no signal at all, whatever come through 

the skip connection is completely useless

Directly pass out of the Denoiser and introduce a huge error into 

our stepping procedure in ODE

Huge noise with 

no signal at all

Predict 

noise

Boost 

massively



97

Absurd Task!!
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Somehow disable the skip connection 

when the noise level is high?
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In that case effectively the task of the CNN will be to 

just predict the signal directly, there won't be any 

need to scale it up.

Predict 

signal
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Not 

boost
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A continuous value between zero and one that 

depends on the noise level

→ Means that we are predicting some kind of mixture 

of a noise and the signal instead of just one of them
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Calculating way what the optimal skip weight → Appendix in paper
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There is the couple of training details 

• How should you weight the loss based on the noise level.

• How often should you show samples of different noise levels.



107

General problem 

• Might have a highly lopsided distribution of like gradient feedback.

• If not careful on most iteration, provide the weights gently to one 

direction or the other and have the massive gradient smash on the 

weights every few iterations.

That's probably very bad for your training dynamics.
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The noise level distribution may how often 

you show images of any given noise level.

The role of the loss weighting or the scaling, the numerical scale in 

front of the loss term, should be to just equalize the magnitude of 

the loss or equivalently equalize the magnitude of the gradient 

feedback it gives.
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The role of noise level distribution is to direct 

your training efforts to the levels where you 

know it's relevant where you know you can 

make an impact.
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We don't make much progress at very low and very high noise levels but we do make a lot of 

progress in the middle.
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Very broad distribution of noise levels here that are targeted towards the levels 

where you know you can make progress

This is a logarithmic scale on the x-axis. so it's a log normal distribution
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Overfitting and Augmentations

• Network can overfit to dataset

• Solution : non-leakikng augmentation ideas borrowed from GAN literature



115

Non-leakikng augmentation & ADA(Adaptive Discriminator Augmentation)
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Non-leakikng augmentation & ADA(Adaptive Discriminator Augmentation)
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Non-leakikng augmentation & ADA(Adaptive Discriminator Augmentation)
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With deterministic sampling when we enabled 

the stochastic sampling and tailor it for these 

architectures for ImageNet and use this 

retrained these networks we trained ourselves 

using these principles, We get a FID of 1.36.
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